**Image Processing Techniques**

**5.1 Introduction**

Image Processing is the breakdown of images or video frames in digital format to abstract useful data from them. In the case of this research, images are processed to abstract features for hand shape recognition.

These are image processing techniques such as Canny edge detection, background subtraction using Gaussian Mixture Models,face detection, adaptive skin detection, CAMShift tracking , hierarchical Chamfer matching, connected components analysis. Each of these techniques is discussed in a separate subcategory below.

**5.1.1 Canny Edge Detection**

Edge detection is the method of ﬁnding the edges within an image. An edge is deﬁned as a point in an image with a disjointedness in brightness, or, in simple relations, a sharp change in brightness [4]. In edge detection is simpliﬁes an image representation to that of only its structural vision-based information. Canny developed the Canny Edge detection technique [13] in 1986 and it is one of the most common and strong edge detection techniques [56]. The Canny algorithm attempts to satisfy the following three conditions:

1. A low error rate: The detection of edges should be as correct as possible. The edges found in a picture should not be falsely ignored because error of these edges could aﬀect a system’s performance.

2. Good localization: The detachment between detected edge pixels and the actual edge pixels must be minimalized.

3. Minimal response: Multiple replies to an edge should be avoided by limiting detection to only a single response per edge.

The Canny edge detection algorithm contains four steps [37]. These are: the image smoothing via a Gaussian ﬁlter; calculation of the gradients in the image to highlight potential edges; applying non-maximum suppression to reach thin edges; and double thresholding to conquer edge lines. These steps are described in the below subsections

**5.1.1.1 the Image Smoothing Using a Gaussian Filter**

The primary step of Canny edge detection involves qualifying any extra noise in an image. Images normally hold some amount of noise. These sources of noise can simply, but incorrectly, be detected as edges–sharp changes in intensity–within the image.

As such, the image is smoothed using a Gaussian ﬁlter [67]. This includes convolving a Gaussian kernel K with the image I. Below is an instance of a Gaussian kernel of size 5×5 using a standard deviation of σ = 1.4 which can be used, but higher kernels can be used as well.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQEAAACoCAIAAABv6sw4AAAAAXNSR0IArs4c6QAAAAlwSFlzAAASdAAAEnQB3mYfeAAAGHVJREFUeF7tnWuIVlUXx53XLyHZVYiyIrpRUCSVGpZRhnb9kGhYDYRQpKVEaVRWQpGVvaaS2F1pEMM0o5LKzJcx7AJOF4qIibILmkbQxbKiiOj91Xrf3Z5zznPmePbaM3POWefDMPPMc9be67/X2nvttff+77Y///xzkD2GQIMR+FeDdTfVDYG/EDAfMDtoOgLmA023ANPffMBsoOkImA803QJMf/MBs4GmI2A+0HQLMP3NB8wGmo6A+UDTLcD0b2vsOvG3337b3d2dsIDjjz/+wAMPNLMYsAi8//77u3fv9qs3dOjQk046KajC+EAzn9deey0N3KefftpMNKqi9bnnnptotWuuuSaw8k2PhVatWuUjeOSRRwb1KPZyZARefvllv71USmu6D6iAaEIqjYD5QKWbzyqvgID5gAKIJqLSCJgPVLr5rPIKCJgPJEH87LPP/v33c+21144cOfLRRx9VgDklgszsAQccwM8Ywqk8wm+77TanBSnFGAX5Ml9//XXg0ioFZECe+qMFYvkZCau/KhyYV6ru65IbTeSFvvnmG7JvLkP63nvv8Z0pU6aoq4lMJFOcumQE3nffffvvvz/y+UnqEC1ilOLLRJGjjjrq1FNP1SoIfGggkSbCedJwoaPlRrX6nf/JWbt27YYNG+6//375m8UX2nX16tW6/ehLL7309ttvK1e9p7iVK1diPd99991DDz0UuoRUoKKLFi0q8K2iXwFtMJ86daq8wKolLkHHROsUFbEn37NYqAdahx12GH3nEUcc4T6VZeMdO3bsCap532VMX7FihYwD9XiIglDk6KOP1lKHpV8ZVVz8s++++yJ827ZtWkX4cswHeqB6wQUX0HfedNNN7tOuri68YvTo0Vroz507d86cOdKo8Z7t27fLrCZuJD1oEGa6dOnSWbNmKerCSuXWrVufeuopt2/l3XffRf7555+vWIoTZT6QhyrTsu+///7ee+/V2kREFMQg0wfBCeHE5MmTceYTTzxx2LBh8SaUREEzZ87UwiezMSQ0Iu5nN5f5QAwEWsokQUSHDfTTpk1TKViioCuvvFJFWo4QrP/GG2+UfR+XXnopccWMGTNiFCpR0BlnnBFDuJN51VVXERfdddddkTzNxoHs5sNeCdkZAZhTajWwREGRGtKvJNbvb3wiUn/llVe0tHByYkRB6UpKhpptQvFwMx/Ito329na6HxkBGBDCYwkGdAyRpJOE6Z2dnUgmkCDq1bVOqkrfnxBLRBeuQqKeZGl27dq1fPly0YgIntQNv8jgoPIgDTkyAlB/GkJFbFKIVkK3cnIy1wdEC+KfRx55xGkUI8VOCp+WiLE+IGsaftacFQ9iiRhl+Y0upSiaAUs3aOGqzZ9+o0hBCU3LlW7jQLJTIJFCh/3DDz9I98bDn4ceemiUHiiCUCbcmCN9p8hm/GHwmT17drxYIoISg0geEAWRkXPjTEdHB5nrGGXZOnGP8wMvvvhiGmXd7o2AgUEAmdKHJRaqy/VkibfoO5FMKbfeeiu/oJSK2FZCGFHdyjS/uPXd0oUCkaxzJ55I68TmAz18oHSz2Yv9goDFQlEGRhPaNARsPtC0Fjd9kwiYD5hNNB0B84GmW4Dpbz5gNtB0BMwHmm4Bpr/5gNlA0xEwH2i6BZj+5gNmA01HwHyg6RZg+psPmA00HQHzgaZbgOlvPmA20HQEmusDnBA49thjf/3116abQJX1pwUHDx4cqEFzfQB2k48//nivvfYKRNBe70cEaME//vgjsALN9YFA4Oz12iBgPpDXlBzi5kSfYmMj0FHh6vI3SiU5z56usOOv5aw9R0N1T6ZTotNI/di+Q56axxNu58jyzpHpnhPntDtHBOVguJx8VzzlyCFGnjTxLecSfRZhjlZSh/DjjnJqjIOgThp68XuMC91y+AfAMJxz13ygpQ9IoyoeJkaUT54MfxF/6h5BTDstJkK5zuixUexGpVw59euTcgvNta5G0nFQ50xeDBUfsFgoO9IhYNi0adOoUaO0AiEiH7imaU7H73DyySdjRopsPJlVhT6Vcj/88EP5r3BvUW54aLFx40Zoi3AnVy5wwWsULtlXBJozAiGtVsiUYz6QDS+MDPfcc48i9IlbdZ3kL7/8UrGUtCiMkq7U0UXKZADDDadaIbmcLg6vyPy8nI7MXq644gqfBrycnPy3zAcy8IFq9+KLL9a9pzVNyim28sEHH8RoV1+mT/ErFP7z5s0LL3TMmDEJITICfPTRR+HCkcDI+cUXX8AEriItR4j5QBIciYJijL+MLQQhLi0Dl3Ls1k3Ix6puvvlmqqGiHV7NTMMxmaKX7sUiREEwB/cBROYDSZDVoyBXwN13382UkdylZDDl0gq40fugmSmCThoGVXIsVEOrRKHCJTcKLRyX98jc4LjjjguXL1GQ7lDcqlbN9YGvvvoKYn7uqvChIXrmNrudO3dipjzYDQEuv2jl1LG/J598khKhsz7llFP4JRKnfrq9zzvvPHzAv14k3FJxANwANvnhw4ejETN+3CD8ehHQfvrpp/fZZx9pBSIiqrply5b0igot+PXXXwcq0lwfOPjgg0m3JSgsyWxcfvnlgZi2ep0mZKaB3cjcgCiCWKIP7uOgLIYdR6PNn/iDSvaG7p+H3hotEEgsRKo0fLaNFy1evLhIK9CCBx10UJFv5n1HN5tbIWk5vNNOC901MqTREpKq56fiWlV+hQnA5JpH92gteqAOWkjmXkhUbY2sQi7wlxXShK0ob2lLvsDILpaq0rSsCstyFYX661YqqCEW+VJhfnGLYpSV7gK1VrKwe/EufvFXo1U0QgjehXC5vxBF0pfM8nm4Lm1C4t7Ah0Bz7NixIJuZJCEkZVbgYDnkkEO05meUy72L6iFQeq1NIi4CsPTShKI6hEDd3d2KAn1TFOHukzRubW1t+EDoXUFaLls5OUViocop1bQKq4wDzZ0TN3DoM5UzETAfMMNoOgJV8gGiQ8nfq+T1mt7ypv//EaiMD2D97HXZvHkzi1bWfIaAIgKV8QGyN2x+jL2FUBFZE1UVBCrjA+qACq/EL7/8oi7ZBPYZArRgeFnN9QHhlRgyZEg4iCahvxCgBcOLbq4PhGNnEuqBgPlAPdrRtCiPgPlAeezszXogYD5Qj3Y0LcojYD5QHjt7sx4ImA/Uox1Ni/IIZOydZkV227ZtTiQ5RGHmYIfC8uXL3eecoAs/MVS84lKrxx57jK38bCiHnGfy5Mkh+5nz904Xr5h9sx8RiLh3WvYVp08bcd6cUxqKDIH9uNfX9k73I/haRWOl4WdosmMhIX665JJLfBenJ2avztatW/uA8qUfuxZOz/hnt/lT5UA9MjO3+rnD+1oqpw/TULSvQqua7FEF0CWTM5jPRaM9kpb+sshxn7cqLrAUeT3bB9iaxv98EiW4LthcEHpgR6XKSkJa7ZVgZ96IESNGjhzJwXPoTyZMmBBClIChcOqcI+3ITFQcSGEl4UOIEEePHs3vIfthsRg6Kep8ww03JAqCU4jRm3/xsOsW3p7SQayYJswAVHjNmjV+QfwLNYXDa/369UDH10q3FcfHOOWHEOpMW8AfkSkq4l4JKA84liq0H6Ib/uD4+korNqBezNkrQRCIley3337wsTHulbYY0RfekfRWP+wVypBZs2Zx4hFglyxZArXj3LlzQyDKYUeV4/xMn9atW0fRIaXwLjMx4e71HyrPAVF0QSMoZJizTZ8+PaQs/FYomGDE4GBx5ulTlb0SGbzTlEfBoCYU4RhE+iyzVjzXj3JazQc4Hq4+4Umzh4tR8rlDgD8dR0NpWDKJMPgwk7S5dClyBp3JoS9B/MGd5Rd4xYpKPLyekJ8phCKizAcgM0I0DFCMepMmTYI0xj/XHNiF2OuCwHXXXUdPSYfqA8J0K3DM6Ud48WfMMU2r2o9VKlh0xnzgjTfe4GUGuzfffPOZZ57h946OjiLiGPiIcfOf8NlSkZoEfgcECP9QhGCUaD5QWubr5BWAy+V2pRQhEYnxkNRmvsHDMYwY999QZxjs/OkiUwI+nDhxYml1sEBpBerM1CJkspRfh4z1AaYg9P2OdET+JBxSpwPxa/bcc889//zzpfFKv0htr7/++hyBrdYHAF1alJ+YC3NZxuXA7g2ZTEwJSFp184DMIMAIHDgOCIHcW2+95SvOh7fffruogDEtWLCA+V7I0gpySMwTq7SiLiUNRQhNOqH0fIDWYTIGkSNloRFT8KuvvjpNFKmyPpD0AcpjDo4CDkfUuOyyy3IUVjHcV199VWgltR6moWeddVYJH0i8gnUKq2ZIxfJ9gP/Onz8fsuvwXibTB/yaS/sStwQSj+b7gFRDGHlDcHPvMoI9/PDDn3zySUJgFB+Q3tG3eJQ55phjqE26Bgn1EgvMmcqfcMIJA2R5oeA6Mc3Z1dXVq+75LZ3jA4BGJx0+AkgFevUB6cKZqgZ6dY4PEMBw+U3pESATSQEwPSCr+EAyLyQZjERihLkOH8plcrV5MvNCcseWn2qQBE5gXqXVrXJEmP4NZcSfgQWl80I0JfX3KSX5M5xvFCGZeRuMxL+hrLTNUEMeh0amWUp6SjkvRJcP5zVySWn77njmmWfy57Jly1RWTFUGx3hCiMtFX3nABMPSGtP9ajPZIPPtjwALFy5UL+jHH390Sz2iDj8TOwC0wKTvJ6JzIwAKlp5/0woShUrd5M6eSBHEP3khqk72AHTwuQ0bNjhNiBnYrMaH/ItVwHjT84R9JArqdcGfL8iNASEtykyR7g3mexECCOQDpBPSfajn2Wefjcz29nZZweVRdwDkjx8/3idUZSWLkYf9jrrqIA3wmTfu2rXLqYOHl+YBYUIsfO5IpmWZDDCkqNdZBA4szl203bFjxwsvvIDOiSwKyOKZEpkQoPs5B95iHYO8AZMN8u7AV+SuIZb6GbUfeOABXkmAKxMb+p7DDz+cFH6IaYqozs5OisDBsAnZ7kqAKx/6z9SpU4vUPNMUZDPLO++8w39Z22EV3M16sSQ6L/7Lw7U3pYtAMoEAosheSEQwbtw4IBKB/MQBEnWj+yg90cepyM4jkGrjtJmJLOYD3Bz37LPPBrnHgIrviY95MqNnrF8e4j//imlcxY/g5dboIgvbtm90QDV9ucpg+srzgSBn0niZPiOn2+AWI7IZLMT42fpFixYRO1500UVSPkM/fya2c2lUzWTUFoHKnyOT0d89Ere4yxJr226mmB4CVfKBzAX/zDBR5R52PZBN0oBGoEo+wP5tFud5yKgwCZZpmeQxyQAKzJKMM17eAW10A6xylfEBZgJuGiD71+W4BukIZkXs6pM8GgdEBOGQZM4AayOrTlwEKuMD6aDf5RaZJZNVZHJMfnDOnDl8kyXGuLCZ9BohUA0fYGsxmeDEFhR/OYzRgBjJZcQjrYPWqN1NlX8QqIYP5Cz4MyvgjCz7tEQn1tH4GWMd1KymrghUwwfyF/yZAcuqAhNiNiGzQGaTgbraawy9BtZeiVY7C9A8Z8G/yKJ6Gjs2VLKy9vjjj7OtJQayJrMPECBCZsPVypUrg8oqt0Zdg7dsr0QNGhHTr9teiSBvtpcNgVIIVGM+UEo1e8kQKISA+UAhmOxLNUbAfKDGjWuqFULAfKAQTPalGiNgPpDXuGRdOdWq2PwseHMgTti7QihpM6vEciGS0xVGCyE+YzVdnTVMxEq5kQjUSIuzDBp4SjavEWuQICunQq+5UU6ocfQ2nILBVU8oHuQQnBx/8/lGy2nh3kIUZ+iEjsEXRXFkDx1Bg5zKLU33kKik3EfB/kU+Fzz9I36BGrnXhX4vk3FDJTeawbmrVfUBLqdXH5AGVvQBjN7nC8E0+UQXpTS3ihiQ41YRQmWVclmPT5ggcPnEKiqq0XEgNqoPNDcWErqOn376KXOUlGFduL9VHgTKqQa3j4Pz9XwSic/U1ZlLq7B4x5QhpVNueGghW7MQ7soCrtWrV4dLdgIRtWLFinwaVnd0pHQzNdcHciAD+qVLl3I5QGlY0y8OHTo0U9r27dsVS0mLYi8trG+OmUfOGKkwJrW6mkQuMVJ5YIJhM3zIHShFqtFcHxBk99577zRMHEWYOXOm7sY7dvX5XSaFCr+qf/1hkQYL/A5njKgG7I6Bcnj9tNNOSwjhvhI+gR0nXDgSGCEZKnulZnFDXOlCm+sDrSCTKCiQaDpTOGd9YOySnpihRpeRs4gFYFXEKglijiIvZn4H62RKAxOU/Bfc0pfTlBYuUVDf7IE3H+jRTDGiIFcAOURmeHDHkklkqBFqqtNPP720oezRi/gebGJkAkI4thIl4k633HKL5Ebhw5Lje/Ck71HFMr8sUZDuUNyyViqT9yoKycwLkTQkVibPKA8ZCclgxkj5CZOxJBa1nsy7mCQViy5OiyIcZCWqJGm0QNpgyhUqYtcKQi5Ims5nDpbq8Xn4vlHLja7KaexWJlXCPniFJiTF4UwkRiYxs8KUyOe+G2vdUIZdOvZpCYS0Vh58hFuxdmv5gMVC4eN2UQnctQP5l6RNWCRmhOEuyqIvB3yPtWHeJlZx12QR8qmEGUwG0EiSoTgDXXLihrWAWvfdq4PvuOOOvittIJVEQuaJJ56gzWDqTddLrvtlBskGhCFDhtDlQC4bWH2uMvntt9+wGOamJIUWL14ceCGSXx/sG7HcZ0WFf//9d+j3ZKbBDS5oQSf9H++BhuOcc84JVIfXYfD9+eefP//8c2gwucl39uzZKq7lKoYuHPTjPoCdO3fu/vtJNNadd97JHo0LL7wwSJdyw3oN3up1nbgGOtZeBZX5gMVCQT2IvVwDBMwHatCIpkIQAuYDQfDZyzVAwHygBo1oKgQhYD4QBJ+9XAMEzAdq0IimQhAC5gNB8NnLNUDAfKAGjWgqBCFgPhAEn71cAwTMB2rQiKZCEALmA0Hw2cs1QMB8oAaNaCoEIWA+EASfvVwDBMwHatCIpkIQAuYDQfDZyzVAwHygBo1oKgQhYD6QAR/HlzjryMmsqPQnFKFIyearwSE4Jxxd0EIIXaI+6KLLIiz0M7RCPKAEEPOBpGFw+HDt2rWcseTZvHkzjMcx6JQ59zh9+vRIRsnRYYQPGzaMK+s4uY8WvTJVhdcEtphly5aFyxEJWD/0KqNGjRKKIXTRdbAe9az9cbtWCmaepeRD2EF8CgZOvvOE84X41RDSaZpBV6wrAiIGjrfzE5YHXe6WfDC1+ImFCcZnUhHK0TTDDR+Gc6vYONCjR6AHhQpu3rx57lO6Ihhqt2zZotXDIYcebsKECYoC06K4dham0WnTpike229VYYIWEBMWIJWnu7sb1+XedRcrwhyM5PXr16vITwgxH+gBCCMvfSf0ae5TaYbhw4droS80mtKoUR9mAkRxkaYcfs2JglQITJ1MiC4ZBNatW+dYKoQkPJzaIxNw84EesAC633diRgwLDPFa8TQWuWTJEnroqNaPcMg6mdXwC+RCzHDiFReJnhX+Rp/yFXoYosfx48dHUcTmA/k8c7qTAYJX4TnM4U4LbxE6UYhNRY5cupFmKQwvRYQTAokoXU6+NM9cJt0lqtl8IEq/IEJJREAmvmnTJi3eqIJk4uEq0Ym6CweoPNa5cOHCcLFpCepRULoIsrrz58/Hh2MwgUtxFgtl2wa5uQULFjAVrlwUhD7YTWIaQESnPjGIFAX57YEikyZNYmKgyJWdbm/zgQwfAHo6ThxARgD8IXyJgFnduHHjHONnZ2cnkulH1ZfhqPyIESPa29t9xRLXf2iNCdxj4jRizCSZw5/hWEn1cFp46js6OmQEQK9YSwQqcWEVhbTiWiReTxCIa7E0F+RSDgRTFh98dvUYBNfpSurOB9Jc2cyg3CTHlW7zAa3u7B859D0MvkQOssgqT1dXl9aUwJUkyT75qftQVXK7a9asQRcesuy4xIMPPqhbSloaZcmlgyrPjBkzuPNv7NixrhUYExQz1H4l24TEvYEPQzYQM9nyY00+ZJksgQZpacV4lHyrZC3l0RXuxFLKxo0b8TG6Z60pTSsjSYA2ZsyYwPlrAiJXbjqnjIeQF/LXc8pYcuDIW93XjXe6um1nsVAZV7d3DIFWCFheyGyj6QiYDzTdAkz/ps+J2ZTrb19jz5x6CsiMTBEBllP8W81JFoXPiZvrA6y5gGCiebhXy3xA0WTVRbH/j6vWfLETJ05km2NIQc31gRDU7N06IWDzgTq1pulSBgHzgTKo2Tt1QsB8oE6tabqUQcB8oAxq9k6dEDAfqFNrmi5lEDAfKIOavVMnBMwH6tSapksZBMwHyqBm79QJAfOBOrWm6VIGAfOBMqjZO3VCwHygTq1pupRBwHygDGr2Tp0QMB+oU2uaLmUQMB8og5q9UycE/gvchZVjNeLP3QAAAABJRU5ErkJggg==)

**3.1.1.2 Computation of the Image Gradients**

Once the image has been smoothed and excess noise has been ﬁltered out from it, the next step is to determine the intensity gradients of the image. These gradients are computed because they give an indication of the strength of edges in the image. At each pixel in the smoothed image, the gradients are determined using the Sobel operator as follows.

The gradients are approximated using a pair of three by three convolution masks, Sx and Sy. Sx represent the edges in the x-direction while Sy represent the edges in the y-direction. These 3x3 convolution masks are given as:

Convolving the two masks with the real image outcomes in two gradient images Gx and Gy. The Equation 3.2 below is then calculated at each pixel (i,j) to ﬁnd the gradient strong point at that pixel using the law of Pythagoras:

(5.2)

A simpler ration can also be used to approximate the gradient at pixel (i,j) in the form of the Manhattan distance measure given by:

(5.3)

The direction of the edge θ is also calculated at each pixel (i,j). The precise direction of the edge is determined using the following equation:

(5.4)

The considered direction θ of the edge is then rounded oﬀ to the adjoining 45-degree angle representative the directions of the horizontal and vertical neighbours and those of the two diagonal neighbours. As such, it is rounded of to one of four likely angles: 0 -degree, 45-degree, 90-degree or 135-degree.

**3.1.1.3 Applying a Non-maximum Suppression**

When the direction and magnitude of the edges have been resolved, a non-maximum suppression is applied to narrow edges by removal non-maximum pixels in each edge. This outcome in accurate narrow edges in the image, as required.

This is reached by investigative the gradient values of the neighbours on either side of each pixel (i,j) in the direction vertical to the direction of the pixel. If the gradient value of the pixel is larger than that of both neighbours, it is remarkable as being an edge pixel. If it is not, it is rejected i.e. set to zeor.

For instance, if the gradient direction for a pixel θ(i,j) is 0, meaning that it is North-South associated, it is related to the two neighbours on either side in the East-West direction. If its gradient value is larger than that of these neighbours, it is noticeable as an edge pixel. If not, it is set to 0.

**3.1.1.4 Double Thresholding**

Once the non-maximum suppression has been applied, a double threshold is applied to remove false edges which can cause features such as edge lines. The double threshold contains of an upper and lower threshold. The below steps are following to complete the edge detection process:

1. The upper threshold is applied to classify all ‘strong’ edges. A pixel is measured a ‘strong’ or conﬁrmed edge pixel if the gradient value of that edge exceeds the upper threshold.

2. The lower threshold is applied to classify all ‘weak’ edges. A pixel is measured a ‘weak’ or rejected edge pixel if the pixel gradient is below the lower threshold. Such edges are rejected.

3. All pixels that have a gradient value between the upper and lower threshold are measured as edge pixels if they are associated to a strong edge pixel in a 3 × 3 neighbourhood area.

4. If pixels with a gradient value between the upper and lower threshold are not associated to a strong edge pixel in a three by three(3x3) neighbourhood but are associated to at least one other pixel that has a gradient value between the upper and lower threshold in the same neighbourhood area, the previous step is recurring with a five by five(5x5) neighbourhood. If no strong edges are found in this extended area, the edge is rejected.

Canny suggested a double threshold ratio (upper:lower) of between (2:1) and (3:1) [13]. Figure 3.1 shows an example of an image to which the Canny edge detection algorithm has been used.

Figure 3.1: Canny edge detection: (a) The original image. (b) Application of the Canny edge detection algorithm [13].

**3.1.2 Face Detection**

The Viola-Jones [65] framework is a common framework for object detection. The framework has been used to face detection and it has demonstrated to be highly accurate and computationally eﬃcient[66,67,68].

The Viola-Jones object recognition framework classiﬁes objects in images with simple fundamental features called Haar-like wavelets. In addition, uses a novel data structure called an Intergral Image to signiﬁcantly get faster the detection of these features. In last, a modiﬁed Adaboost classiﬁer method is applied to arrange a series of weak classiﬁers trained to detect various Haar-like features into a denial cascade. This system results in a strong and highly eﬃcient object detector.

The following subcategories define each of these steps, namely: the nature and computation of haar-like features; the use of an integral image to get faster computation of haar-like features; the use of Adaboost to select suitable features for face detection; and the use of a ﬁnal refusal cascade as a face detector.

**3.1.2.1 Haar-Like Wavelet Feature Detection**

The object detection method of the Viola-Jones algorithm makes use of structures that are based on the value of Haar wavelets called Haar-like wavelet features. Haar-like wavelets contain of a set of discontinuous rectangles of the same shape and size that are either “light” or “dark” and are either vertically or horizontally together. Figure 3.2 shows two, three and four rectangle features.

Figure 3.2: Three types of Haar-like wavelet features used by the Viola-Jones face detector[66]

Each type of feature is passed over a goal image at various balances and positions. At each measure and position, the sum of the pixels corresponding to the dark region are subtracted from the sum of the pixels corresponding to the light region. If the outcome of this calculation exceeds a threshold value, this speciﬁc feature is determined to be present at this location and scale.

Two-rectangle features are considered by computing the summation of all the pixels in the dark region and take away these from the sum of all pixels in the light region and applying an acceptance threshold to the outcome. Three-rectangle features are added by applying an acceptance threshold to the diﬀerence between the joint sum of the pixels in the two light rectangles and the dark rectangle. Four-rectangle features are considered by applying an acceptance threshold to the diﬀerence between the combined sum of the pixels in the crosswise pairs of rectangles.

**3.1.2.2 The Use of An Integral Image to Compute Haar-Like Features**

Calculating the values of various features at every measure and position in an image is a very computationally expensive operation. Viola and Jones future an intermediate representation of an image called an Integral Image which enables the fast calculation of the sums of various features at any measure and position in the image.

Figure 3.3: Calculation of the Integral Image: The value of the Integral Image at (x,y) is the sum of all pixels to the top-left of the pixel, in the shaded region [66].

Specified an image I, the integral image representation G at any position (x,y) is the sum of the pixels to the top-left of (x,y), as shown in Figure 3.3, given by:

(3.5)

An alternative deﬁnition of the Integral Image is given in terms of the cumulative row sum S(x,y) at (x,y) as the following pair of recurrence relations which can be used to compute the image in a single pass:

G(x,y) = G(x − 1,y) + S(x,y) (3.6a)

S(x,y) = S(x,y − 1) + I(x,y) (3.6b)

where

S(x,−1) = 0 (3.6c)

and

G(−1,y) = 0

Using the Integral Image, it is possible to compute any Haar-like feature using only a few lookups in the image by easily computing the sum of any rectangle in the original image, as required. Referring to Figure 3.4, it is possible to compute the sum of the pixels inside the rectangle labeled D by subtracting the Integral Image value at point 4 from the sum of the Integral Image values at points 2 and 3, and adding back the Integral Image value at point 1 to counteract the excess caused by the intersection of rectangles (A + B) represented by point 2 and rectangles (A + C) represented by point 3.

The ability to compute the sum of pixels in any rectangle implies the ability to compute any Haar-like feature at any scale or location.

Figure 3.4: An example of the computation of the integral image [66].

**3.1.2.3 The Use of AdaBoost to Select Haar-Like Features**

AdaBoost is a learning algorithm which improves the classiﬁcation performance of weak classiﬁers. A modiﬁed version of the algorithm is used by the Viola-Jones face detection system to choose an optimal subset of the potentially large number of features and train a classiﬁer based on these features [65].

Even though each feature can be computed at a high speed, the computation of the set of features can be very slow since there are a large number of rectangular features associated with each image sub-window. Only those features are selected which best distinguish between positive and negative examples, thus limiting the number of features that are required to achieve a strong classiﬁer.

**3.1.2.4 A Rejection Cascade of Weak Feature Classiﬁers**

A rejection cascade of classiﬁers is constructed in such a manner as to achieve a high accuracy while signiﬁcantly lowering the computational cost for negative examples. The principle behind this idea is that simpler, and thus faster, boosted classiﬁers can be created to reject most of the negative sub-windows while still being able to detect almost all of the positive instances.

Figure 3.5: The typical structure of a rejection cascade[66].

The rejection cascade has the structure of a degenerate decision tree and it is depicted in Figure 3.5. With reference to Figure 3.5, when the ﬁrst classiﬁer obtains a positive result, it triggers the evaluation of the second classiﬁer, and a positive result from the second classiﬁer triggers the third classiﬁer. As long as every classiﬁer returns a positive result, this process continues on to the ﬁnal classiﬁer, after which a face is determined to have been detected in the sub-window in question.

On the other hand, if the result is negative at any classiﬁer, the sub-window is immediately rejected. This signiﬁcantly reduces the computational overhead of the algorithm for sub-windows in which no face exists.

**3.1.2.5 Evaluation of the Face Detection System**

The Viola-Jones face detection system was evaluated on the MIT+CMU frontal face dataset [55]. Some examples of the dataset with face detection performed on them are shown in Figure 3.6. The evaluation aimed to measure the speed as well as the accuracy of the technique. The system was shown to achieve a real-time detection speed of 15 frames per second (fps) on images with a resolution of 384 × 288 pixels when operating on a 700 MHz Intel Pentium III computer. The system achieved an accuracy of 93.9% with only 167 false detections.

Figure 3.6: Example of the testing data from the MIT+CMU dataset [55].

**3.1.3 Adaptive Skin Detection**

Skin detection is an image processing technique which segments skin pixels from non-skin pixels. It eliminates all non-skin pixels in an image and highlights only the skin pixels in the image. Applications of skin detection include human-computer interaction, human detection, hand tracking, face detection and face recognition [17, 27, 36]. Skin detection in this research assists in initializing and maintaining the hand tracking algorithm to track the hands of the user. The adaptive skin detection algorithm used was initially proposed by Achmed [2] and used in the feature extraction procedure of Li [36].

The procedure works as follows the face is detected; the skin colour distribution of the user is extracted from the face; it is back projected onto the original image to obtain a skin probability distribution; ﬁnally, the skin probability distribution is thresholded to obtain a binary skin map of the original image Each step of this procedure is explained in further detail in the following subsections.

**3.1.3.1 Face Detection**

The Viola-Jones face detection algorithm is used to determine the position of the face. A 10 × 10 pixel area at the centre of the detected facial frame is extracted and used as a representative skin colour distribution in the form of a histogram. Achmed showed that this region represents the skin colour very well as it is usually void of non-skin obstructions such as shadows, hair, eyes and spectacles [2]. The 10 × 10 pixel area of the nose is converted from the default Red, Green and Blue (RGB) colour space to the Hue, Saturation and Value (HSV) colour space. A histogram of the Hue and Saturation channels of the region is computed and taken as the representative skin colour distribution of the user.

**3.1.3.2 Histogram Back Projection and Thresholding**

The skin colour histogram is back-projected onto the original input frame resulting in a skin probability distribution of the input frame. The back-projection is achieved as follows. Given C represents the colour of a pixel in the image, and F is the probability that the pixel is skin, P(C|F) is the probability of drawing that colour when the pixel is actually skin. Then P(F|C) is the probability that the pixel is skin given its colour. This yields the following equation:

P(F|C) =

P(F) /P(C)

P(C|F)

The resulting back-projected skin probability image is converted into a binary image in which skin pixels have a value of 255 (white) and non-skin pixels have a value of 0 (black). This is achieved by thresholding the image using a threshold value of 60. This static threshold value was determined as being optimum by Brown [12] An example of a back-projected image is illustrated in Figure 3.7.

As seen in the ﬁgure, this technique eﬀectively segments skin pixels from non-skin pixels. There are, however, factors such as background noise or colours in the background which are similar to that of skin colour which can cause noise in the image. To this eﬀect, background subtraction in the form of Gaussian Mixture Models, described in the next section, are used to mitigate such sources of noise.

Figure 3.7: a) Original image and b) Skin-detected image

**3.1.4 Background Subtraction Using Gaussian Mixture Models**

Background subtraction is the segmentation of objects/regions in an image or a sequence of video frames that are of interest to an application, referred to as the foreground, from those that are not of interest, referred to as the background [57]. In the current case, the foreground consists of the hand of the user, while all other objects in the frame constitute the background.

Gaussian Mixture Models (GMMs) are a probabilistic method that can be used for eﬀective background subtraction. They can be used to highlight moving pixels in a frame with a history indicator over a set number of frames such that the brightness of a pixel indicates the recency of its motion, and regions with no motion over a number of frames appear as completely black.

Given an image sequence I, the history of a pixel at (i,j) at a speciﬁc time t can be represented as follows:

{I1,...,It} = {I(i,j,x) : 1 ≤ x ≤ t}

Each pixel can be modeled as a mixture of k Gaussian distributions. Letting Wx,t represent the weight estimate of the x-th Gaussian, the probability of a pixel possessing the value It at time t can be expressed using the equation below:

P(It) =

k X x=1

Wx,t × η(It,µx,t,Σx,t) (3.9)

where η(It,µx,t,Σx,t) is the normal distribution of the x-th Gaussian component with a mean of µx,t and expressed as:

η(It,µx,t,Σx,t) =

1

(2π)

n 2 | Σx,t |

1 2

e

−1 2 (It−µx,t)T Σ−1 x,t(It−µx,t) (3.10)

where Σk,t = σ2k,tI is the covariance of the k-th Gaussian component given I is the identity matrix.

A ﬁtness value Wx,t σx,t is used as a reference when ordering the number of distributions k and the ﬁrst M distributions are used for modeling the background scene, where the estimate of M is given by:

M = argminm(

m X x

Wx,t > Th) (3.11)

where Th is the threshold that represents the minimum portion of the background model.

Given an updated background, foreground detection is then achieved by labeling all pixels which are determined to be more than a standard deviation of 2.5 away from any of the M distributions as foreground pixels. If there is a match between the test value and the x-th Gaussian component Wx,t, it is updated as shown below:

Wx,t = Wx,t−1 (3.12a)

µx,t = (1 − ρ)µx,t−1 + ρIt (3.12b) σ2x,t = (1 − ρ)σ2x,t−1 + ρ(It − µx,t)T(It − µx,t) (3.12c) ρ = αη(It | µk,Σk)

where 1 α is deﬁned as the time constant which determines change. If there is no match between the Gaussian component and the test value, then it is updated as follows:

Wx,t = (1 − α)Wx,t−1 (3.13a)

µx,t = µx,t−1 (3.13b) σ2x,t = σ2x,t−1 (3.13c)

If the test value does not match any of the Gaussian components, a new Gaussian component with a high variance, low weight parameter, and the test value as its mean replaces the Gaussian component with the lowest probability. An example of GMMs applied to highlight the moving foreground of an image is illustrated in Figure 3.8.

Figure 3.8: The application of Gaussian Mixture Models (GMMs) to achieve background subtraction: a) Original image and b) Background-subtracted image.

**3.1.5 Hand Detection Using Hierarchical Chamfer Matching**

The hierarchical chamfer matching technique is explained in this section [8]. It is a matching algorithm used to detect a template object in an image. In the case of this research, it is used to detect the location and size of the signer’s hand and initialize the hand tracking algorithm. A template silhouette of the hand is used to ﬁnd a match in the input image.

Chamfer matching involves three stages: computation of an edge image on the image in which the search is carried out; computation of a Chamfer distance transform on the image in which the search is carried out; and edge matching of the template edge image with the search image distance transform. Subsections 3.1.5.1 and 3.1.5.2 describe the computation of the Chamfer distance transform and the edge matching process, respectively.

A hierarchical approach can be used to signiﬁcantly speed up the edge matching process. This is described in Subsection 3.1.5.3.

**3.1.5.1 Computation of the Chamfer Distance Transform**

A distance transform is an algorithm which converts an edge image into a distance image. Each non-edge pixel of the hand template silhouette image is given an intensity value ranging from 0 to 255. The intensity value is a measurement of the distance of the pixel to the closest edge pixel.

Various distance masks can be used to eﬀectively calculate the distance image. Li showed that a 3 × 3 mask with a (3,4) distance transform produced excellent matching results.

The process of computing a distance transform involves two passes which are made over an image by propagating the computed distance values across the image like a wave. First a “forward” pass from left to right and from top to bottom is carried out, followed by a “backward” pass from right to left and from bottom to top. For an image V of size W × H pixels, a computation of the forward pass is given by:

(3.14a)

The backward pass is given by:

Vi,j = minimum(Vi,j,Vi,j+1 + 3,Vi+1,j−1 + 4,Vi+1,j + 3,Vi+1,j+1 + 4) (3.15a)

∀ i = {H − 1,...,1} and j = {W − 1,...,1} (3.15b)

The computation of the distance transform from an edge image provides a basis for template-based shape matching, even in conditions where the foreground image is unclear/noisy.

**3.1.5.2 Chamfer Distance for Template Matching**

Chamfer distance matching is the process of determining the position in the search image distance transform of greatest similarity to the template silhouette image. In the case of this research the template is a hand silhouette image which is created by combining skin and motion cues.

Template matching is achieved by passing the template silhouette over the search image distance transform column-wise and row-wise. At each position of the template over the search image, the sum of all distances corresponding to pixels in the search image that overlap with edges in the template is computed.

The summed value is known as the distance measure and the region with the smallest sum value is considered the closest matching position.

Figure 3.9: Flowchart of the Hierarchical Chamfer Matching Algorithm

**3.1.5.3 Hierarchical Template Matching**

Chamfer matching does a good job of detecting a target object if the size of the object in the search image is exactly the same as that of the target image. If the target object changes size in the search image, such as if the hand moves closer to or further away from the camera, or as is observed with variations in users, matching needs to be done at several diﬀerent scales. Scanning the image at various scales can be very computationally expensive.

Hierarchical Chamfer matching oﬀers a solution to this problem. It provides a coarseto-ﬁne resolution search using a pyramid of images at various resolutions to boost the chamfer matching process. This pyramid of images, also known as a resolution hierarchy, consists of multiple duplicates of the original search image at various resolutions.

Figure 3.9 depicts a ﬂowchart of the Hierarchical Chamfer matching algorithm. Chamfer distance matching is initially executed on the lowest resolution image to obtain an approximation for the general region of the target object in the search image. The process is repeated on a higher-resolution image down the next level of the hierarchy, limiting the search in the new image only to the area determined in the previous level. This process is repeated until the search is performed on the original image to locate the target object.

The main advantage of using this approach is the reduction in computational cost, as the number of scans is strategically reduced.

**3.1.6 Connected Component Analysis**

Connected Component Analysis (CCA) is an algorithm for the detection and extraction of the contours of objects in an image [19]. The technique, also known as Connected Components labeling, passes over an image at a pixel-by-pixel level to search for all connected pixel regions. It can be performed on binary images, as well as grayscale images. Regions are said to be connected when adjacent pixels share the same set of intensity values V . In the case of a binary image, V = {255}. The 4-connectivity and 8-connectivity labeling operators are shown in Figure 3.10.

Figure 3.10: An example of the 8-connectivity labeling operator [16].

In order to compute the connected components of a binary image using the 8-connectivity operator, each pixel p that has an intensity value V = 255 is scanned and labeled. If V = 255 for the current p, the 8 neighbours of p which have been encountered before in the scan are examined and p is labeled using the following criteria:

1. If all the neighbours of p are of the intensity value 0, then assign a label q.

2. If all of the neighbours of p possess the value 255, then assign a label p.

3. If more than one of the neighbours have the intensity value of 255, assign the label of one of the neighbours to p and keep track of the equivalences.

Once the scan has been completed, a secondary pass is carried out to replace each label resulting from the ﬁrst pass with its equivalent class label. Pixels labeled p are considered as foreground. Connected foreground blobs are then labeled as separate foreground objects, each with a unique index.